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https://nanonets.com/blog/data-augmentation-how-to-use-deep-learning-when-you-
have-limited-data-part-2/



Agumentation Fun!

Data Augmentation for Plant Classification
Pornntiwa Pawara, Emmanuel Okafor, Lambert Schomaker, and
Marco Wiering
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Batch Size

Computational speed X Speed of convergence. Consider two parameters

https://stats.stackexchange.com/questions/153531/what-is-batch-size-in-neural-

network



Batch Size

Shall we go for the biggest possible Batch? Consider Two architectures F2 and C1, in a LARGE dataset

https://arxiv.org/abs/1609.04836

Bigger Batches, more memory it can converge in few epochs, smaller Batches more updates in the Net.

Computational speed X Speed of convergence



Batch Size

https://arxiv.org/abs/1609.04836

The stochastic gradient descent method and its variants are algorithms of choice for many Deep Learning tasks. These methods
operate in a small-batch regime wherein a fraction of the training data, usually 32--512 data points, is sampled to compute an
approximation to the gradient. It has been observed in practice that when using a larger batch there is a significant

degradation in the quality of the model, as measured by its ability to generalize. (https://arxiv.org/abs/1609.04836).



A reasonable choice in the size of the learning rate depends on how curved the cost function is. You can think of gradient
descent as making a linear approximation to the cost function. If you move downhill along that approximate cost and If the

cost function is highly non-linear then the approximation will not work well.

Batch Size



Batch Normalization



Batch Normalization

“We presented an algorithm for constructing, training, and performing 
inference with batch-normalized networks. The resulting networks can 
be trained with saturating nonlinearities, are more tolerant to increased 
training rates, and often do not require Dropout for regularization.” -



Batch Normalization

Garbin, C., Zhu, X., & Marques, O. (2020). Dropout vs. batch normalization: an empirical study 
of their impact to deep learning. Multimedia Tools and Applications. doi:10.1007/s11042-019-
08453-9



Batch Normalization

Garbin, C., Zhu, X., & Marques, O. (2020). Dropout vs. batch normalization: an empirical study 
of their impact to deep learning. Multimedia Tools and Applications. doi:10.1007/s11042-019-
08453-9
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